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ABSTRACT
As our relationship with machines becomes evermore intimate, we
observe increasing efforts in the quantification of human emotion,
which has historically generated unintended consequences. We
acknowledge an amplification of this trend through recent techno-
logical developments that aim toward human-computer integration,
and explore the dark patterns that may arise for integrating emo-
tions with machinic processes through “machine_in_the_middle”.
Machine_in_the_middle is an interactive system in which a partici-
pant wears an electroencephalographic headset, and their neural
activity is analysed to ascertain an approximation of their emotional
state. Using electrical muscle stimulation their face is animated into
an expression that corresponds with the output of the emotional
recognition system. Through our work, we contribute the insight
of three possible dark patterns that might emerge from emotional
integration, including: reductionism of human emotion, disruptions
of agency, and parasitic symbiosis. We hope that these insights in-
spire researchers and practitioners to approach human-computer
integration more cautiously.
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Figure 1: machine_in_the_middle, a media art piece that
uses brain-computer interfacing and electrical muscle stim-
ulation to explore the dark patterns of emotional human-
computer integration.

1 INTRODUCTION
There has been a long history of attempts to quantify, catego-
rize, operationalise and classify human emotion. Examples of this
stretch as far back as Darwin’s work “Expression of the Emotions in
Man and Animals” [15]; Ekman’s highly contested hypothesis that
emotions have a universal form and expression [19]; the scientific
lens through which psychology and neuroscience operationalise
emotion[10]; and perhaps most recently, the contemporary grow-
ing area of research within HCI known as “affective computing"
[44]. In each of these cases, there is an attempt to render emotions
visible and numerically translatable such that they can be ultimately
integrated with machinic processes.

Underlying the majority of these endeavours is the assumption
that the translation of the subjective experience of emotion to an
objective classification is possible and desirable. Advocates argue
these processes will not only help understand ourselves better,
but also be instrumental in progress toward a more humanist fu-
ture where machines may be able to interpret human emotion and
respond accordingly [11, 52]. However, for each antecedent step
forward in classifying human emotion, we see a consequent “dark
pattern” bifurcate, with dark patterns referring to instances where
user value is supplanted for another interest group [24, 25]. For
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instance, Darwin’s work in cataloging emotional expression went
on to serve as the foundation for the misguided and sexist concept
of “hysteria” in early psychology [11, 51]. Similarly, Ekman’s work
on the universal classification of emotions that underlie human fa-
cial expressions was appropriated by US airport security to identify
potential terrorists, resulting in racial profiling, ultimately strength-
ening racism in the US national security state [54]. Advances in
affective computing have also been criticized with accusations that
the entanglement of psychology and computer science has led to
the “calculability of human subjectivity”, quantifying humans into
information for psychographic models through which individuals
can be digitally categorised [49, 50].

With contemporary advances in affective technology the dialec-
tic between well-intentioned aims and unintended nefarious conse-
quences become ever more critical: Specifically, as the emerging
HCI paradigm of “Human-Computer Integration” purports, hu-
mans and computers are increasingly moving toward a trajectory
in which the two will inevitably merge into a symbiotic organism
[20–22, 36, 38, 39]. In this respect, affective computing can be seen
as a shift away from the interpretation and categorization of facial
expressions, behaviours, and observable affective cues, and toward
the incorporation of users’ neurophysiology and potentially the
seat of emotion itself [6, 46]. Through technologies such as elec-
troencephalography and electric muscle stimulation, the machine
is now able to bidirectionally sense and modulate neural activity as
if it was itself part of the user’s body [35, 37]. Proponents of this
perspective point to the future of HCI as unequivocally positing
human-computer integration as “inevitable, necessary, and desir-
able [21]”. Yet in considering the "dark patterns" that have histori-
cally emerged from classifying emotions, some serious concerns are
raised: what if in intending to design an emotional symbiosis with
machines that is mutualistic (where both the human and machine
benefit), we instead create a parasitic symbiosis, where the user is
subsumed for the machine?

In this work, we explore the emergence of this dark pattern
by preemptively actualising it through interactive technology, as
others in HCI have done before us when studying dark patterns
in other HCI contexts [17, 24, 25]. We do so through our work
"machine_in_the_middle", an interactive system that viscerally re-
alises the potential consequences of asking a machine to direct
our behaviour based on its interpretation of what we are feeling.
Machine_in_the_middle bidirectionally actuates the user’s neu-
rophysiological activity using electroencephalography (EEG) to
capture the subject’s neural activity and uses electrical muscle stim-
ulation to control the expression of the subject’s face. We present
this exploration as an artwork, first due to art’s ability to provoke
and speculate future technological and cultural trajectories, but also
in reference to the historical association art has had with emotion
and human emotional expression. Through our work, we contribute
prescient insights into possible dark patterns that might emerge
through emotional symbiosis with machines, and hope that these
insights inspire future researchers and practitioners to approach
human-computer integration more cautiously.

2 RELATEDWORK
Machine_in_the_middle is both inspired by, and contextualised
within, a rich cannon of experimental artwork and HCI research.
Here we discuss the related work which has informed it.

2.1 Art
Machine_in_the_middle sits between the fields of conceptual art
and affective computing. It uses EEG data as a human computer
interface and as such has precursors in many artworks that also
utilise EEG processing as brain-computer interfaces. These include
relatively recent artworks such as Suzanne Dikker’s collaboration
with Marina Abramovic "Measuring the Magic of Mutual Gaze"
[32] which explores the synchronicity of EEG signals between two
subjects and "E.E.G. Kiss" by Karen Lancel and Hermen Maat [31]
which investigates how a kiss can be translated into bio-feedback
data and visualised. Older artworks include Alvin Lucier’s seminal
"Music for Solo Performer" [7] where a performer triggers musical
instruments using alpha brain waves to create an experimental
score. In each of these examples, and many more, the materialisa-
tion of EEG data (visually, audibly or both) is the tangible, artistic
output and is often displayed in dramatic form, such as "E.E.G.
Kiss" where the EEG waveform is projected around the performers.
In these examples EEG data flows from human participant to the
machine and is then materialised and as such almost analogous
to other more traditional expressive art forms, such as painting.
Machine_in_the_middle breaks this methodology by creating a
feedback loop with the machine and subject, where the latter invol-
untarily materialises the machine’s interpretation of the EEG data
on their face.

Despite claims that the techniques deployed by these cited ex-
amples have been adopted from Cybernetics [7, 47], the feedback
loop created by machine_in_the_middle is far closer to an approxi-
mation of a first order Cybernetic system, characterised by a closed
feedback loop, and much less reliant on the aesthetic and expressive
potential of the captured EEG data, which despite the deployment
of cutting edge technology, is rooted in a idea of "expressive art-
making" that derives from the romantic era [45].

By contrast, other artworks that utilise the relationship between
body and machine as a literal and conceptual feedback loop, much
in the same way as machine_in_the_middle, include Pedro Lopes’
"Ad Infinitum" [34] where a “parasitical” machine “attaches elec-
trodes onto the human visitors harvesting their kinetic energy by
electrically persuading them to move their muscles using EMS”
(Electrical Muscle Stimulation) [37] and Sarah Selby’s 2019 instal-
lation "Raised by Google" [1] where visitors to the installation are
psychometrically profiled with software designed by Cambridge
University’s Psychometric Centre and then directed through a gi-
ant, physical maze of rooms, such that the software is in control of
the visitor’s movements.

In both these artworks, and in machine_in_the_middle, the clas-
sical HCI configuration, in which the human is always in control,
is reversed. Instead, in these artworks the participants experience
how it feels when a machine is in control.
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2.2 HCI Systems
As machine_in_the_middle itself is a functioning prototypictical
system, the work has been inspired and informed by previous HCI
research, in particular works which contain human-computer in-
tegration or involve the sensing and stimulation of human neuro-
physiology.

One of such works is Neo-Noumena [46]. Neo-Noumena is a
wearable system that uses EEG and mixed reality to augment in-
terpersonal emotion communication. While wearing the system,
users have their emotions algorithmically classified via EEG data in
real-time. Based on the system’s interpretation of their emotional
state, a procedurally generated flock of fractals representing their
emotional state is generated in augmented reality (AR) that can
be seen by other users. Evaluation of the system’s user experience
suggested participants found Neo-Noumena to be a useful tool for
discussing and exploring the emotional experiences of their part-
ner, while also allowing for the interpersonal regulation of emotion.
Another similar work is “Wigglears” [42], a wearable system that
wiggles the user’s ears based on their emotion. Specifically, the
system interprets the skin conductance of its user to classify the
user’s emotional state. Based on the classification, the user’s ears
are mechanically “wiggled” by servo motors mounted behind the
user’s ears, creating an emotionally expressive gesture similar to
the emotionally communicative ear movements of animals such as
dogs and cats.

Taken together, machine_in_the_middle builds off these works
in that it similarly classifies human emotion and then uses this
information to produce associated emotionally representative out-
put. However, while these previous systems adapt technologies or
body parts as design materials otherwise not connected to emotion,
machine_in_the_middle differs in that it employs the human face,
a space already used by us to communicate emotion, to express
the machines interpreted classified emotional states. Through this
approach, we hope to highlight the juxtaposition between the hu-
man experience of emotion, and the machine’s interpretation of
this experience and subsequent attempt at an authentic replication.
As such, we also draw inspiration from work in HCI that have used
electrical muscle stimulation (EMS) to animate the body.

One of such works employing EMS is “muscle plotter" [37]. Mus-
cle plotter is a wearable system that delegates control of the user’s
arm to a computer to allow the computer to use the arm as a printing
mechanism. In their work, the authors give an example scenario of
an engineering car sketch. The user sketches their car and then at-
tempts to illustrate the car’s aerodynamics by drawing airflow lines
around the car. While such illustrations are typically too complex
for the human to complete freehand, requiring complex mathemat-
ics, the user is able to delegate control of their arm to the system,
which completes the drawing vicariously through them via EMS. In
another study using EMS titled “Eyewear to Make Me Smile” [56],
the authors develop a wearable system that uses EMS to stimulate
the wearer’s facial expression into a smile. The system was inspired
by the James-Lang theory of emotion, which posits that physio-
logical actions such as smiling can alter emotional experiences
[12].

In considering these works together, we acknowledge EMS as an
effective means to animate the body, create experiences of giving up

control of the body to the machine, and to also generate emotional
expressive facial expressions. With these considerations in mind,
we employed EMS in the design of machine_in_the_middle.

3 MACHINE_IN_THE_MIDDLE
Machine_in_the_middle was made for an online exhibition curated
by Cognitive Sensations, an arts organisation based in Liverpool,
UK.

The artwork is a 4-minute demo and explanatory video of a
novel BCI system that creates a feedback loop between subject and
machine, explicitly giving the machine control over the subject’s
body. Thematically the artwork was part of a series of events that
explored the interrelationship between computing and the brain.

Figure 2: The setup used formachine_in_the_middle. On the
left SteveDavis is seated, equippedwith the EEGheadset and
adorned with EMS electrodes on his face. To the right is the
computer systemprocessing and visualising Steve’s brain ac-
tivity while interpreting his emotions and controlling the
EMS device.

3.1 Designing Machine_in_the_Middle
Machine_in_the_middle is a reimagining of a "Man (or machine) in
theMiddle" cyber-attack. It was designed as a functioning prototype:
A hardware and software system that captures and determines the
emotional state of a subject and gives the system control over the
subject’s facial expressions.

Typically a Man in the Middle attack involves a hidden perpe-
trator who secretly intercepts the communications between two
parties, either to eavesdrop, or to modify traffic travelling between
them. In this case the two parties are the brain and the face of a sin-
gle subject and the Man (or machine) in the Middle is the hardware
and software system that hijacks the communication between the
subject’s brain and face.

In this type of cyber-attack the victims lose control of their ability
to communicate unhindered. Man in the Middle attacks are imple-
mented through the interception and the decryption of communi-
cation which denies the victim agency and control. Our artwork,
machine_in_the_middle, uses this as a deliberately provocative
paradigm to explore our increasingly intimate relationship with
technology. It inverts the normal understanding of HCI where the
human subject is in control, instead placing the machine in control.
The machine decides how our subject facially expresses themselves.
Machine_in_the_middle renders visible a new kind of relationship
with technology where machines play a powerful role, creating
new human-machine assemblages and new subjectivities, in what
Amoore calls a new kind of "we", with "new limits and thresholds
of what it means to be human" [5].
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Figure 3: The EMS stimulation contorts Steve Davis’s mouth
into a not-so-authentic expression of stress

Our video demoing the machine_in_the_middle system shows it
being tested on World Snooker Champion Steve Davis. Davis was
the perfect subject because during his period of multiple World
Championship wins in the 1980s and 1990s he was famous for his
deadpan demeanor, never openly expressing any emotion during
snooker tournaments [26]. The design of machine_in_the_middle
overrode any tendency Davis might have had to not facially express
his emotions.

3.2 Technical Details of
Machine_in_the_Middle

The technical execution of machine_in_the_middle can be reduced
to two major components, the BCI-driven emotion classification,
and Arduino-controlled electrical muscle stimulation.

3.2.1 Emotion Classification. The system interprets EEG data to
classify the participants’ concurrent emotional state in real-time. To
achieve this, the brain activity of the participant is sensed through
an eight channel OpenBCI Ultracortex Mark IV 3D printed headset,
with the electrophysiological signal amplified by an OpenBCI Cyton
board [4]. The electrode placement of the headset employed the
10-20 EEG electrode placement convention [28], with the chosen
recording sites being: Fp1, Fp2, F3, F4, F7, F8, T3, T4, with A1
and A2 used as ground and reference respectively. The choice of
electrode sites was informed by the electrode placement utilised in
the LUMED data set collection study [13, 14], the dataset we used
for training the emotion classifier (described in detail below). From
the Cyton board, EEG data is streamed via bluetooth to a nearby
laptop at a sample rate of 250Hz.

Once received by the laptop, the EEG data is processed and
classified via a custom python script using the "brainflow" python
API. Data is first filtered through a 0.5 - 59 Hz Bessel bandpass
filter [53], with an additional 50Hz butterworth filter for removing
ambient electronic noise [3]. To further mitigate environmental
noise andmyoelectric artefact, a “coif3” wavelet denoising filter was
employed [29]. Once the signal is filtered and denoised, the power
spectral density (PSD) is calculated for each channel using the
Welch method [48] with a Blackman-Harris windowing function
that has an overlap of three samples [30]. The band powers for
bandwidths 1-4hz (delta), 5-8hz (theta), 9-13hz (alpha), 14-30hz

(beta), and 31-50hz (gamma) are then calculated from the PSD for
each channel individually.

To obtain a classification of valence, band power values are
binned in five second moving windows and are then fitted to a
support vector machine emotion classifier which classifies the data
as either “high valence” (positive emotion) or “low valence” (nega-
tive emotion). For building the classifier, we used the "scikit-learn"
support vector machine “support vector classifier” with “balanced”
class weights [41], which produced an accuracy of 63.5%, trained
with the LUMED emotion data set. To obtain a classification of
arousal, band power values are binned in five second moving win-
dows and then fitted to brainflows pre-built relaxation regression
model. The “relaxation” metric is then normalised and inverted,
transforming it to an “arousal” metric. Arousal values greater than
0.5 return a classification of “high arousal”, and arousal values of
less than 0.5 return a classification of “low arousal”. Classifications
of valence and arousal are then considered together to provide a
two-dimensional classification of emotion. Each pairing of valence
and arousal classification produces a unique emotional category,
which ultimately add up to a set of four possible emotions the sys-
tem can classify brain activity under. The dimensional parings and
subsequent categories are illustrated below in figure 3.

Figure 4: The 2D Valence-Arousal model of emotion and the
system’s possible emotion classification classes.

3.2.2 Arduino-Controlled Electrical Muscle Stimulation. To animate
the facial expression of the participant, machine_in_the_middle
uses 3 transcutaneous electrical nerve stimulation (TENS) machines
to deliver electrical muscle stimulation to the face via 12 electrocon-
ductive sticky pads. The 12 pads vary in size and are strategically
placed around the participant’s jaw, chin, and forehead, such that
the system has access to a wide enough range of facial muscles to
produce stressed, happy, sad, and relaxed facial expressions. The
placement of the pads and the voltage setting was critical to target
each muscle accurately. While the participant wears the system, the
TENS machines are on but stimulation is cut at a relay board which
all the pads are connected to. Once the emotion classifier classifies
an emotion, the classification is sent to an Arduino controlling
the relay board, which then opens the circuit between the TENS
machine and the pads associated with the desired facial expression,
contracting the muscles and animating the face.
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4 REFLECTION
We are now in a position to offer a number of insights arising
from our reflection on machine_in_the_middle. Specifically, these
insights are drawn from our knowledge of designing, crafting and
developing the system, our observations from deploying the system
and having Steve Davis use it, the reactions of those who viewed
the artwork, and the formal discussions during the launch event
of the artwork at the “Cognitive Sensations” virtual exhibition
and event “Decoding Humans”. Our insights are framed as three
overarching conceptual themes: Reduction; Agency; and Symbiosis.
In presenting these themes, we also discuss their connection to
broader related theory.

4.1 Reduction: Emotion As Number
The ever increasing intimacy of computing and computers, from
mobile to wearables, has made the possibility of computers sensing
users’ emotional states ever closer and ever less reliant on users’
externalising their moods via mood tracking apps and GUIs. Ma-
chines increasingly and directly retrieve data about the affective
state of their user in real time, even informing them how they felt
[16] or how ‘well’ they are. Typically the data is reduced to a set of
numerical representations.

For machine_in_the_middle to function it was necessary to sub-
ject the many factors that constitute the experience of emotion to
a similar gross computational reduction. This initially takes place
when the hardware and software determine the emotional state of
the subject with the experience of emotion being reduced to volt-
age differentials, which are then in turn further reduced through a
series of filters and data transformations, which ultimately limit the
variation of emotional experience to four categories. Thus, it might
be more appropriate to conceptualise this numerical transforma-
tion as a new type of emotion, an “emotion-as-number” [18] and
to consider it as parallel to the emotional states we experience at a
human visceral level. Much in the way that we understand a social
media ‘like’ or ‘friend’ as a parallel to actually liking something or
knowing someone.

Further numerical reduction was designed into ma-
chine_in_the_middle to articulate the emotional expression
of our subject’s face: 12 of the face’s 42 muscles were chosen to
express only four possible emotions through binary “on-or-off”
electrical stimulation. At each step, the richness of the experience
of emotion is sacrificed for the machine to function, reducing the
human to operate on the machines’ terms, as Wiener proposed
in his early formulation of the theory of cybernetics [23]. Ma-
chine_in_the_middle intentionally explores these parallel, reduced,
numerical emotions as a way of preempting the emergence of
“emotion-as-number”. It does this by producing a visceral demo,
showing how an affective experience can be rendered emotion
free; or alternatively, how it can be abstracted and attenuated,
such that emotions can now be included in calculations about
efficiency and effectiveness [18]. This totalising approach promises
a computational rendering of all human behaviour [43].

Categorical biosensing systems may bias and reduce our un-
derstanding of emotional experiences to what is quantifiable and
machine interpretable, with nuance being conditioned out of our
spectrum of emotional experience. Similar observations have been

made demonstrating that users often consult biodata-driven clas-
sifications of emotions as objective arbiters of emotional truth,
believing that if a conflict between the machines’ classification and
their own experience emotion arises from user error, this may lead
them to question “is there something wrong with me?” [8, 9, 46].

While these examples demonstrate emotional reductionism
when engaging with digital media, machine_in_the_middle hints at
a future in which the user’s ontology and entire emotional reality
may be radically shifted due to the omnipresent nature of the tech-
nology and its intimate connection with their body. Will emotion
integration systems ultimately narrow the complexity, depth and
nuance of human emotions to a degree that some emotions will
ultimately become invalidated or unrecognizable within a received
set of technologically driven systems?

4.2 Agency: Facial Expression And
Intentionality

The real time monitoring of physiological data, alongside facial
recognition systems, might appear to promise an empathetic media
[2, 40, 55] that connects the user’s physiological data with their
outward expression. Both Tomkins and Ekman subscribed to this
idea positing that facial expressions were an involuntary expression
of the inner state of a subject, a hard-wired response to a stimulus
that triggers it [33] rather than an intentional response. Thus, they
concluded it was reasonable to make assumptions about a subject’s
state of mind from their facial expression. Their critics contend
that humans produce facial expressions that are often intentionally
deceptive, particularly when it is advantageous for them and that
Tomkins and Ekland’s model of behavioural responses seeks to
make a simplistic and false equation between facial expression and
emotional states. Nevertheless, Ekman’s model has been widely
adopted and used, even by his critics [33].

Equally controversially Tomkins and Ekland believed that there
were pancultural emotional expressions and Tomkins developed
an observational system “The Facial Action Scoring Technique” to
categorise them. This approach was also indebted to a rationalist,
cybernetic view of human behaviour, in which subjects constantly
adjust their behaviour as part of a real time feedback loop [16, 27].
Machine_in_the_middle formulated a similar feedback loop be-
tween the brain and face of our subject, Steve Davis, but framing it
as an attack on him rather than the creation of a rational or empa-
thetic system. The attack proceeds by our machine_in_the_middle
system removing Davis’ ability to control his facial expressions,
instead our system took control of his facial muscles through electri-
cal muscle stimulation. This has a two-fold effect: First, the amount
of emotional information able to be conveyed in his expression
is reduced to a set of basic expressions or categories of stressed,
happy, sad, and relaxed. Second, the ability for Davis to control his
facial expressions in order to conceal or intentionally misinform
others of his emotional state is removed.

The machine_in_the_middle system mirrors the dark pattern in
the real-time motoring of emotional physiology ultimately disrupt-
ing the privacy or even agency of the individual under the guise of
increasing empathy and transparency.
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4.3 Symbiosis: Mutualistic Integration Versus
Parasitic subsumption

The theoretical cannon of human-computer integration often de-
scribes the ongoing merger with the human body and computa-
tional machines as a form of emerging symbiosis. However, much
of this work only frames that symbiosis as mutualistic and omits
the fact that in nature there are several types of symbiotic rela-
tionships: As well as mutualistic symbiosis, where both organisms
benefit, symbiotic relationships between organisms can be fur-
ther described as: commensalistic, in which one organism benefits
while the other is unaffected; and parasitic, where in which one
organism benefits while the other suffers. This raises the question,
what kind of symbiosis does machine_in_the_middle represent?
In machine_in_the_middle, the machine is the obvious benefac-
tor, with the human sacrificing much to ensure its operation. This
sacrifice comes in the form of a radically devolved experience of
emotion as well as a disruption to the human agency, as described
earlier. However adding to this is the observation that there is a
notable expression of pain in the face of Steve Davis that subtly
underlies his artificially articulated expression. While this may
appear to be a superficial observation when considering that ma-
chine_in_the_middle was not designed with utilitarian goals in
mind, it speaks to other EMS devices and their associated studies
that do present themselves as tools for good. Perhaps the strongest
example of this would be “Eyewear to Make Me Smile” [56], which
we discussed earlier. The authors present their work in which they
use EMS to forcefully articulate a smile on the face of the partic-
ipant to make them happier. However, through developing ma-
chine_in_the_middle we have come to understand facial EMS to be
an unpleasant experience.

Through these observations we identify a dark pattern in the
design of symbiotic systems that may be best described as para-
sitic, despite intentions to create the opposite. Often this is paired
with an oversight of the cost to human experience. Ironically the
very systems intended to humanise technologies have resulted in
alienating experiences. Others have also similarly described how
categorised expressions of emotion (such as social media emoji reac-
tions) do not benefit humans but rather the social media platforms
that they are deployed on [50]. This ultimately creates a form of
symbiosis in which human emotion is objectified in order to sustain
the cybernetic system of surveillance capitalism as the subject is
objectified, digitised, tracked, and guided through algorithmically
steered “user journeys” [50].

We argue that human-computer integration does not need to
replicate these mistakes in the future. The rationale for this ar-
gument is built on two important factors. On the one hand, the
parasitic tendencies of symbiotic systems stem, arguably, from their
foundations in Wiener’s conceptualisation of cybernetics [23]. In
Wiener’s understanding, cyber-physical systems oblige the human
subject to be reductively codified in order to be machine inter-
pretable. Cybernetics, being fundamentally mathematical, needs,
in other words, to build ‘up’ to the level of phenomena. On the
other hand however, and in contrast with Wiener’s conceptualisa-
tion, human-computer integration is fundamentally phenomeno-
logical: though it also deals with human-machine systems, it begins
with human experience, before moving ‘down’, where necessary, to

mathematical mechanics. The argument here is that, if cybernetics
functions by bringing humans ‘down’ to the level of the machine,
human-computer integration should strive to bring the machine
‘up’ to the level of the human.

5 CONCLUSION
In this work, we propose that there is historically a dark pattern
which emerges when humans have consistently attempted to clas-
sify emotion with good intentions, only for nefarious unintended
consequences to emerge from these efforts. With this in mind,
we draw attention to the growing symbiosis between the compu-
tational machine and the human body, as described by the HCI
paradigm of human-computer integration, and argue that it is es-
pecially critical that we anticipate the dark patterns that may arise
from such technologies given their very intimate relation with
the human body, directly answering the call for an exploration of
dark-paths in human-computer integration made by Mueller et
al. [38]. As such, we explore this dark pattern through our work
machine_in_the_middle, an interactive system that viscerally re-
alises the potential consequences of asking a machine to direct our
behaviour based on its interpretation of what we are feeling. Ma-
chine_in_the_middle bidirectionally actuates the user’s neurophys-
iological activity using EEG to capture the subject’s neural activity
and uses electrical muscle stimulation to control the expression of
the subject’s face, creating an immediate triangular feedback loop
between the subjects EEG data, the computational system and elec-
trical muscle stimulation that controls their facial muscles. We then
reflect on this work and contribute prescient insights into possible
dark patterns that might emerge through emotional symbiosis with
machines, and hope that these insights inspire future researchers
and practitioners to approach human-computer integration more
cautiously.
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